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Abstract—  We discuss the reconstruction of functions from their samples at non-uniformly distributed locations using  two     

methods of approximation  i.e. sinc interpolation and method of spline.  Also We simulate reconstruction results for both the methods 

and compared performance of them based on the errors like mean squared error and mean absolute deviation. 
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1. INTRODUCTION                                                                     
According to Shannon sampling theorem [14] a continu-
ous-time signal can be exactly reconstructed from its       
uniform Discrete time (DT) samples if the signal is band 
limited and if it follows the Nyquist criteria. Similar results 
are available for non-uniform sampling but the operations 
involved are far more complicated than the uniform     
sampling. Non-uniform sampling can be seen as extension 
of uniform sampling, with constraining samplings on non-
uniform grid. In general uniform reconstruction is done by 
using time invariant system but in real life samples are 
non-uniform and hence existing technology is of no use. As 
it is  time variant system and samples are arbitrarily placed, 
it is difficult to perfectly reconstruct the samples. 

In many practical applications, sampling occurs at 
non-uniform time instances [2].  If the average sampling 
rate is at least equal to the Nyquist rate, then the band lim-
ited continuous-time signal is uniquely determined by 
these non-uniform samples [6]. Although direct reconstruc-
tion using continuous-time interpolation functions is, in 
principle, possible [11], [16] a practical implementation of 
these functions with high precision is computationally dif-
ficult. Non-uniform sampling arises in the situations  when 

we transmit signal the loss of information takes place at the 
receiver. Jittered errors are introduced at receiver because 
of the environmental disturbances. Also in ADCS where 
signals are multiplexed and expected to send simultane-
ously, because of asynchronous interleaving clock pulses 
samples at each channel lead to recurrent non-uniform 
sampling. Another potential application of non-uniform 
sampling involves sampling based on time varying signal 
parameters. Signals can be characterized by a set of param-
eters. These signals are usually more efficiently represented 
if information about these parameters is factored into the 
sampling instants. One such example is, signals with fluc-
tuations in their local bandwidths. An efficient representa-
tion of such signals can be obtained by sampling them 
based on their local bandwidths or characteristics, thus 
leading to a lower overall sampling rate [19]. Another mo-
tive we give importance to non uniform sampling as all 
biomedical and biological signals are non-uniform in na-
ture. Biological receptors in eye, ear are samples data non-
uniformly.  ECG, EEG, EMG are also non-uniform in na-
ture. It also has its application in astrological signal pro-
cessing, image processing, RADAR etc. 
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  From all the above discussion we conclude that 
practical non-uniform sampling can be intentional or non-
intentional. It donot degrade systems always but some-
times it is deliberate and advantageous also. Until now the 
perfect reconstruction is not possible. So, various approxi-
mation methods are introduced by different researchers. 
Exact reconstruction of a bandlimited continuous-time sig-
nal from nonuniform samples is based on Lagrange inter-
polation. For the case of uniform sampling, Lagrange in-
terpolation reduces to sinc interpolation and can be ap-
proximated with well designed lowpass filtering. When the 
sampling grid is not uniform, Lagrange interpolation is 
more difficult. In this paper we consider sinc interpolation 
of nonuniform samples as a way to approximately recon-
struct the continuous-time signal. 

Another approximation we can use is method of B-
splines. In this method we are using traditional approach of 
using the interpolation kernel to satisfy interpolation con-
straints, which requires the kernel to vanish at all sampling 
points except the origin.B-splines are also evaluated quite 
easily, using their definition as a divided difference of the 
truncated power function. Unfortunately, such calculations 
are ill-conditioned, particularly for partitions of widely 
varying interval lengths, as is indicated by the fact that spe-
cial measures have to be taken in case of coincident 
knots.The most popular generalized inetrpolation function 
due to their excellent interpolation properties and short 
support, are uniform B-splines.Recontruction using uni-
form B-splines and its results are given in this paper. 

In this paper we will consider reconstruction using 
sinc interpolation and method of splines, compare both 
depending on the simulation results and errors we will ob-
tain so that we can compare the best among the two. 
    
2. RECONSTRUCTION USING SINC INTERPOLATION   
As we have already discussed, reconstruction from non 
uniform samples is the way complicated than that of the 
uniform sampling as it needs the time variant system to 
deal with. Hence to reconstruct signals from non uniform 
samples, a time dependent signal representation has been 
developed. Framework is used to review some of the sam-
pling theorems presented in [9] and [12]. In a classic paper 
on non-uniform sampling of band-limited signals [20], Yen 
introduced several reconstruction theorems. This deals 
with finite number of non-uniform samples on an other-
wise uniform grid, a single gap in uniform sampling and 
recurrent non-uniform sampling. There are different ap-
proaches that can be used for reconstruction as proposed in 
( [6], [10], [13], [15], [18] ) which follows the recurrent non-

uniform sampling approach.  
In this paper we will use approach contributed by Yao and 
Thomas [21]. They used Lagrange interpolation functions 
for the reconstruction of band limited signals from non-
uniform samples. It is shown there that a finite-energy sig-
nal )(tx =  band limited NTπ± can be reconstructed from 
its non-uniform samples ( )ntx using Lagrange interpolation 
when the sampling instants nt  do not deviate by more than 

4NT  from a uniform grid with spacing of NT . 
 Specifically,  
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Interpolation using equations (2a, 2b, 2c) is referred to as 
Lagrange interpolation. This is based on theorem by Levin-
son, where he states, if condition in equation (1) is satisfied 
and   
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Equation (4) utilizes the interpolation condition of the    
Lagrange kernel which ensures that the property of con-
sistent resampling is upheld, i.e., that sampling the recon-
structed signal on the non-uniform grid { }nt  yields the 
original samples ( ){ }ntx . Note that expressing ( )ΩnL in (4) 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 4, Issue 6, June-2013                                                                    1744 
ISSN 2229-5518 
 

IJSER © 2013 
http://www.ijser.org 

  

as the Fourier transform of ( )tln results in bi-orthogonality 
of the sequences ( ){ }tln  and ( )( ){ }nN ttTc −πsin .  

i.e.,  ( )∫ −=−
∞

∞−
kndtTttTctl NkNn dπ (sin)(   (5) 

The non-uniform sampling theorem in [21] states that a 
signal ( )tx  belonging to the class of functions band-limited 

to Tw π=0   rad/s, can be represented as a series expan-

sion. 
We denote by [ ]nx  a sequence of non-uniform samples of 

)(tx , 
i.e., [ ] ( )ntxnx = , 
where { }nt  represents a non-uniform grid which can be 
given as  

nn nTt ∈+=      (6) 

where n∈  are the deviations from uniform grid.  
We can define  
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The derivative of above equation is  
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Hence for non-uniform sample instants, this approximation 
method causes inter-symbol interference and does not re-
sult in consistent sampling. 
For the special case the deviations from uniform grid are 

equal and constant such that =∈∈n , Equation (9) becomes  
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and this perfectly reconstructs )(tx . Another way of form-
ing an approximation is to assume that the samples lie on 
the uniform grid and through sinc interpolation, 
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Fig. 1 shows the reconstruction from non uniform samples 
by using equation (10) which is obtained by putting equa-
tion (6) in equation (9).  
Fig. 2 shows reconstruction using sinc interpolation if n∈  
deviations are constant. This kind of sampling is consid-
ered equal to the uniform sampling.  
 
 

 
Fig. 1   Reconstruction using sinc interpolation 

 

 
Fig. 2   Reconstruction from uniform samples using sinc interpolation 

 
3. RECONSTRUCTION USING METHOD OF SPLINES :  
The non-uniform reconstruction problem with restrictions 
on the samples locations, usually a density constraint or a 
maximum gap ][]1[ nxnx −+ , so as to achieve perfect recon-
struction of an unknown signal from its non-uniform sam-
ples ( [1], [7], [8] ). However, in many practical applications, 
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this is far too restrictive. If these conditions are not met, 
perfect reconstruction cannot be guaranteed; hence the 
problem becomes ill-posed. One way to handle this issue is 
to adopt a variety of approach as we used method of spline.  

In computational dealings with splines, the ques-
tion of representation is of primary importance. For splines 
of fixed order on a fixed partition, this is a question of 
choice of basis, since such splines form a linear space. Only 
three kinds of bases for spline spaces have actually been 
given serious attention; those consisting of truncated power 
functions, of cardinal splines, and of B-splines. Truncated 
power bases are known to be open to severe il condition-
ing, while cardinal splines are difficult to calculate. By con-
trast, bases consisting of B-splines are well-conditioned, at 
least for orders < 20.Such bases are also local in the sense 
that at every point only a fixed number (equal to the order) 
of B-splines is nonzero. B-splines are also evaluated quite 
easily, using their definition as a divided difference of the 
truncated power function. Unfortunately, such calculations 
are ill-conditioned, particularly for partitions of widely 
varying interval lengths, as is indicated by the fact that spe-
cial measures have to be taken in case of coincident knots. 
The condition of the B-spline basis increases exponentially 
with the order. 

B-splines were first introduced by Schoenberg in     
( [4], [17] ) . A nice compendium of many of their algebraic 
properties can be found in [5]. These functions arealso 
known as hump functions, patch functions or hill func-
tions. In this section, we list a few facts about B-splines for 
later reference. 

B-splines were first introduced by Schoenberg in ( 
[4], [,17]. Various algebraic properties of B spline can be 
found in [21]. These functions are also known as hump 
functions, patch functions or hill functions. In many formu-
lations, we use B-splines for their smoothness as well as 
their finite support, which makes them computationally 
efficient and easy to implement.  

Let kiN ,  represents B-spline of order k  and it is 
partitioned on t ,  where k  is positive real number and 

( )itt =  be a non decreasing sequence of real numbers. 
From [22], we can know that B spline { }kiN ,  are linearly 
independent if and only if kii tt +<  for all i . The relation 
between B-splines can be given as, 
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The sum of splines can also be normalised to 1. 
Hence we can construct B-splines using equations ( 12, 13, 
14 ) and feed non uniform samples directly to it so the re-
sultant will be non uniformly interpolated signal. And if 
we reconstruct such a signal, the simulated results are as 
given in Fig.3. .Here we are directly interpolating the non-
uniform samples with the help of spline and then recon-
structing it. Another kind of approach that can be used is to 
use non-uniform splines to approximate the Lagrange’s 
kernel )(tG . 
 

 
Fig.3   Reconstruction from NU samples using method of 

spline 
 

4. ERROR COMPARISON OF APPROXIMATION METHODS :  
Here we can compare the reconstruction results of Fig. 1 
and Fig.3. From these simulation results we cannot analyse 
which method is more accurate. So for this we will com-
pare performance of both methods by numerical experi-
ments. And for that, we will calculate various errors like 
Mean Squared error and Mean absolute deviation. 

Normalized mean squared error (MSE) of the out-
put is given by,   

dttx

dttxtx
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Mean absolute deviation is a measure of dispersion, a 
measure of by how much the values in the data set are like-
ly to differ from their mean. The absolute value is used to 
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avoid deviations with opposite signs cancelling each other 
out. 

The mean absolute deviation can be given by formula  

∑ −=
=

n

i
i xx

n
MAD

1

1 ,                (16)  

where n  is the number of observed values, x-bar is the 
mean of the observed values and 1x   are the individual 
values.  

Fig. 4 (ii) shows Mean Squared error (MSE) for re-
construction using approximation methods like sinc inter-
polation and method of spline. The error has been calculat-
ed for 100 instances and we can observe in the Fig.4 (ii)  
that MSE_Sinc is less than MS_spline .Numerically, 
MSE_sinc is observed in the range of 0.02 to 0.05. While 
MSE_spline is having somewhat higher values i.e in the 
range of 0.02 to 0.07 .While in Fig.4 (i), we can observe the 
behaviour of Mean Absolute Deviation (MAD) also. It is 
also calculated for 100 events and we can observe results 
similar MSE, MAD_Spline is having greater deviation than 
MAD_Sinc .MAD_Sinc is in the range of 0.03 to 0.09 and 
MAD_Spline 0.04 to 0.15. 

Fig.5 shows comparison of average MSE which is 
calculated for 100 instances. We iterated 25 times to observe 
consistency of results. From which we conclude that the 
method of approximation using Sinc is better than that of 
spline. Fig.6 shows Mean absolute deviations for 25 itera-
tions which are again calculated by averaging 100 instanc-
es.  And here also we can say that deviation is observed 
more for the method of splines. 

 

 

 
 

Fig. 4  (i) Mean absolute deviation comparison of reconstruction from 
NU samples using sinc interpolation deviation comparison  

(ii) Mean squared error comparison of reconstruction from NU samples 
using sinc interpolation deviation comparison 

 
 

 
 

Fig. 5   Mean squared error comparison for 25 iterations 
 
 
 

 
 

Fig. 6   Mean absolute deviation for 25 iterations 
 

5. CONCLUSION : 
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From all above discussion we can conclude that if we     
observe both of the approximation methods, we can say 
that approximation using sinc interpolation method can 
reconstruct the signal from non-uniform samples more   
accurately than method of splines. Hence the performance 
of approximation methods can be measured in the form of 
errors in the reconstruction with respect to input. 
For the future study, we include the reconstruction of non- 
uniform samples using the weighted splines. According to 
analysis provided uptill weighted splines may lead to bet-
ter reconstruction than both of the methods. 
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